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Abstract—Cloud providers host various services for tenants’ requests (e.g., software-as-a-service) and seek to serve as many

requests as possible for revenue maximization. Considering a large number of requests, the previous works on fine-grained request

scheduling may lead to poor system scalability (or high schedule overhead) and break tenant isolation. In this article, we design a

tenant-grained request scheduling framework to conquer the above two disadvantages. We formulate the tenant-grained request

scheduling problem as an integer linear programming and prove its NP-hardness. We consider two complementary cases: the offline

case (where we know all request demands in advance), and the online case (where we have to make immediate scheduling decisions

for requests arriving online). A normalization-based algorithm with an approximation factor of Oð1Þ is proposed to solve the offline

problem and a primal-dual-based algorithm with a competitive ratio of ½ð1� �Þ; Oðlog 3 � nþ log ð1=�ÞÞ� is designed for the online

scenario, where � 2 ð0; 1Þ and n is the number of racks in the cloud. We also discuss how to integrate our proposed algorithms with the

previous (fine-grained) request scheduling mechanism. Extensive simulation and experiment results show that our algorithms can

obtain significant performance gains, e.g., the online algorithm reduces the scheduler’s overhead more than 90% and achieves tenant

isolation, while obtaining similar network performance (e.g., throughput) compared with the fine-grained request scheduling methods.

Index Terms—Software-defined cloud, cloud computing, request scheduling, scalability, approximation

Ç

1 INTRODUCTION

CLOUD computing [1], [2], [3] has transformed a large part
of the internet industry by providing services, such as

infrastructure-as-a-service (IaaS) and software-as-a-service
(SaaS) [4], [5], making it attract more and more attention
from both academic and industry communities. The global
cloud service market is expected to grow to nearly $528:4
billion by 2022 [6]. In fact, the revenue from enterprise ten-
ants (i.e., large-scale tenants) accounts for more than 90% of
the total revenue [7]. In practice, enterprises will buy serv-
ices from SaaS cloud providers for employees. Then the
employees submit their requests to the cloud and the cloud
scheduler is responsible for scheduling requests to proper
servers [8], [9]. For clarity, each individual request repre-
sents a specific task, e.g., a model training task. Scheduling

at the granularity of individual requests is referred to as
fine-grained request scheduling,mann2017resource[11].

To pursue profit maximization, cloud providers seek to
design efficient scheduling algorithms to serve as many
requests as possible [9], [12], [13], [14]. With the help of soft-
ware-defined technology [15], the scheduler implements the
fine-grained request schedulingwith high flexibility and effi-
ciency. This problem has been widely studied in recent years
for different targets, such as saving energy [10] [16], [17] [18],
fault tolerance [9], [19] [20] and max-min fairness [21], [22],
[23]. Though fine-grained request scheduling helps maxi-
mize the system profit and achieve better resource utiliza-
tion, it still faces the following two challenges.

The first challenge is system scalability. Cloud services
have already become an essential part of our life and more
and more enterprises move their workloads to the cloud.
For example, the number of active enterprise tenants on the
Alibaba Cloud exceeds 500 thousand[24]. Even if a tenant
submits only 100 individual requests per second, the sched-
uler needs to schedule 50 million individual requests in one
second. Thus, if we perform fine-grained request schedul-
ing, it will occur a massive amount of overhead, including
scheduling decision delay and message consumption, on
the scheduler, which may encounter the risk of overload.

The second challenge is tenant isolation. In a cloud, each
tenant will generate a large number of individual requests.
To increase resource utilization, cloud providers may dis-
patch multiple individual requests to the same server [19],
nomatter which tenants they come from. The interference on
shared resources breaks tenant isolation and often leads to
security vulnerabilities. For instance, Delimitrou et al. [25]
present an application, called Bolt, that can detect the types
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and characteristics of applications sharing a server. The test-
ing results show that Bolt can correctly identify the character-
istics of 385 out of 436 diverse workloads on Amazon Web
Services [25]. Leveraging this information, malicious tenants
can enable a wide spectrum of network attacks, including
denial of service attacks (DoS) [26] and co-residency attacks
[27] with high success probability [25]. Thus, without consid-
ering tenant isolation, once a tenant generates malicious
requests, it may affect the security of other tenants sharing
resources on the same server.

To overcome the above challenges, in this paper, we
intend to schedule requests at the tenant granularity (i.e.,
coarse-grained request scheduling) and try to make each
server only serve requests of one tenant for better scalability
and tenant isolation. Specifically, from the perspective of
the cloud provider, if a tenant generates a set of individual
requests, e.g., submitting multiple requests for training
deep neural networks at the same time, these requests from
the same tenant can be treated as a tenant-grained request.
Since the number of tenants is much smaller than the num-
ber of individual requests, tenant-grained request schedul-
ing can reduce the schedule overhead, thereby improving
the system scalability. Moreover, since most large-scale
enterprise tenants require far more resources than one
server, we try to allocate the resources of each server to only
one tenant for purpose of tenant isolation. Through exten-
sive simulations, the performance gap between tenant-
grained request scheduling and fine-grained request sched-
uling is within 3%, but tenant-grained request scheduling
method can improve the security of tenants through tenant
isolation and reduce the scheduling overhead by more than
90% (i.e., achieving better system scalability).

One may think that the existing scheduling algorithms
[9], [12], [14], [16] for individual requests may be extended
to implement tenant-grained request scheduling with some
small modifications. However, it is not the case. Specifically,
existing fine-grained request scheduling methods usually
assume that each server can provide services for multiple
individual requests. Thus, it can be modeled as a bin pack-
ing problem in which the bins and items correspond to the
servers and individual requests, respectively [9], [12], [16].
However, in many practical scenarios, e.g., enterprise-ori-
ented SaaS cloud [8], large-scale multi-tenant GPU clusters
[28] and big data analysis cloud [29], the resources
requested by one tenant may exceed the capacity of a single
server. In other words, we may need to allocate several serv-
ers for one tenant-grained request. Thus, tenant-grained
request scheduling is fundamentally different from fine-grained
request scheduling. Moreover, since the power or bandwidth
overload in a rack will affect the performance of the cloud (
will be explained in detail in Section 2.3), this paper also
considers the bandwidth and power constraints of the racks,
which will make the problem far from trivial.

In this paper, we study the problem of tenant-grained
request scheduling in software-defined cloud. To the best of
our knowledge, this is the first work to schedule tenant-
grained requests that require exclusive use of multiple serv-
ers while considering the bandwidth/power constraints on
racks. With the help of tenant-grained request scheduling,
we can significantly improve the system scalability and ten-
ant security in the software-defined cloud. Note that, the

proposed tenant-grained request scheduling algorithm can
also be used in conjunction with the existing fine-grained
scheduling algorithms, which will be discussed in Sec-
tion 3.3. The main contributions of this paper are as follows:

1) We define the problem of tenant-grained request
scheduling (TRS) in the software-defined cloud and
prove its NP-hardness.

2) We present a normalization-based offline algorithm
for the TRS problem, which guarantees that the max-
imum bandwidth load on any rack will not exceed
the optimal solution by a factor of 3.3, and the allo-
cated server and power resources will not exceed the
rack’s capacity by a factor of 3.3.

3) We propose an online algorithm based on the pri-
mal-dual method for TRS. The proposed algorithm
can achieve ½ð1� �Þ; Oðlog 3 � nþ log ð1=�ÞÞ� competi-
tiveness, where � is an arbitrary positive value and n
is the number of racks.

4) We show the high efficiency of the proposed algo-
rithms through extensive simulations. For example,
the online algorithm can reduce the schedule over-
head more than 90%, while achieving tenant isolation,
compared with the fine-grained request scheduling
methods.

The rest of this paper is organized as follows. Section 2
introduces preliminaries and the definition of tenant-
grained request scheduling. In Section 3, we propose an off-
line normalization-based tenant-grained request scheduling
algorithm for the offline scenario. In Section 4, we design an
online primal-dual request scheduling algorithm for the
online scenario and analyze its approximate performance.
Section 5 presents the extensive simulation and experiment
results of the proposed algorithms, which show the supe-
rior performance of the tenant-grained request schedul-
ing method. Section 6 reviews the related works. Section 7
concludes the paper.

2 PRELIMINARIES

2.1 A Motivation Example

In this section, we give a motivation example to illustrate
the contrast between fine-grained request scheduling and
tenant-grained request scheduling. In this example, the
cloud consists of a scheduler and four servers, as shown in
Fig. 1. The resource capacity of each server is set as 10.
Besides, there are two tenants marked with different colors,
and each tenant submits six individual requests. We use
numbers from one to twelve to label all individual requests,
and “individual request” is abbreviated as “IR” in Fig. 1 for
simplicity. The corresponding resource (e.g., CPU) demand
of each individual request is marked after it.

If we perform the fine-grained request scheduling
method [9], which selects a server with the least load, the
scheduling results are shown in Fig. 1a. Specifically, indi-
vidual requests 1/7/11 are scheduled to server 1; requests
2/8/12 are scheduled to server 2; requests 3/5/9 are sched-
uled to server 3; requests 4/6/10 are scheduled to server 4.
From the scheduling results in Fig. 1a, we can get the fol-
lowing two observations: 1) For each individual request, the
fine-grained request scheduling method needs to make a
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scheduling decision and select a server among all servers in
the system to handle it. When the number of individual
requests is too large, the fine-grained request scheduling
will cause high scheduling overhead, thereby reducing sys-
tem scalability. 2) The individual requests of each tenant are
distributed among all servers, and each server is shared by
these two tenants, resulting in poor tenant isolation. A mali-
cious tenant may attack the servers assigned to it, affecting
other normal tenants.

These two observations make us think: Can we design a
request scheduling method with low scheduling overhead and
high tenant isolation? To this end, we propose the tenant-
grained request scheduling method in this paper. This
method first aggregates the individual requests from the
same tenant into a tenant-grained request, then performs the
proposed tenant-grained request scheduling algorithms
(introduced in Sections 3 and 4) to allocate servers for each
tenant-grained request. Fig. 1b exhibits the scheduling results
of tenant-grained request scheduling. Since the number of
tenants is much smaller than that of individual requests, ten-
ant-grained request scheduling can greatly reduce schedul-
ing overhead. Moreover, the scheduler tries to assign an
entire server to a tenant-grained request for tenant isolation.
Specifically, the former two servers are assigned to tenant 1,
and the latter two servers are assigned to tenant 2. In this
way, tenant-grained request scheduling can reduce schedul-
ing overhead and guarantee tenant isolation. One may think
that tenant isolation reduces resource utilization. However,
the simulation results in Section 5 show that the tenant-
grained request scheduling has a limited impact on the
resource utilization of large-scale tenants. The discussion in
Section 3.3 introduces how to improve the resource utiliza-
tion of small-scale tenants.

2.2 Application Scenarios for Tenant-Grained
Request Scheduling

We give some examples to illustrate that our algorithm can
be applied tomultiple scenarios. 1) Inmulti-tenant GPU clus-
ters [28], tenants rent GPUs to train their models. GPUs rep-
resent a monolithic resource that cannot be shared at a fine
granularity across users, which means that a GPU can only
be used by one tenant at any time [28]. Our algorithm can be
used to allocate GPUs to tenants. 2) For large-scale enterprise

users, they purchase SaaS products (e.g., online video and
group call conference) [7] from cloud service providers to
facilitate enterprise management. Our algorithm can sched-
ule requests at the granularity of tenants to improve the scal-
ability of the scheduler. 3) In an enterprise’s data center, such
as Facebook [30], some servers process requests from Insta-
gram users, and some servers process requests from What-
sApp users. With the help of our algorithm, the scheduler
can implement request schedulingwith low overhead.

2.3 System Model

Cloud Infrastructure Model: A software-defined cloud usually
consists of multiple server racks K ¼ fk1; k2; :::; kng, with
n ¼ jKj. Let Ck represent the number of servers in rack k 2
K. Since most of the servers are purchased at the same time
by cloud service providers, the hardware specifications of
servers in the cloud are similar and servers in a rack usually
support the same service [31]. The assumption of server iso-
morphism is adopted by previous work like [32], [33]. Thus,
we assume that all servers have similar hardware specifica-
tions and the services provided by the servers in the same
rack are homogeneous. The heterogeneous scenario that the
servers in the same rack have different hardware specifica-
tions will be studied in the future. The cloud provides a set
of services S ¼ fs1; s2; :::sjSjg for tenants. We use Ks to rep-
resent the set of racks with service s 2 S.

We consider two resource constraints for a rack, band-
width constraint and power constraint, respectively. First, to
realize the communication between servers, each rack is
equipped with a Top-of-Rack (ToR) switch [34], [35]. The
traffic in and out of a rack needs to pass through the ToR
switch, whose bandwidth capacity will significantly impact
the throughput of a rack. Thus, we should consider the band-
width capacity constraints of racks and such bandwidth
capacity of rack k is denoted as Bk. Second, the power con-
sumption of a rack is related to the load of servers on this
rack and the power supply of each rack is also limited. If we
schedule power-consuming requests that require a lot of
computing resources to the servers in the same rack and the
power load of the rack exceeds its power capacity, all servers
in this rack will be affected, and the hardware may even be
damaged [36], so the power capacity constraints of racks can-
not be ignored. LetEk represent the power capacity of rack k.

Fig. 1. Motivation Example. A tiny cloud consists of a scheduler and four servers. The resource capacity of each server is set as 10. There are two
tenants, and each tenant submits six individual requests. We use numbers from one to twelve to label all individual requests, and “individual request”
is abbreviated as “IR” in Fig. 1 for simplicity. The corresponding resource (e.g., CPU) demand of each individual request is marked after it. Fig. 1(a)
and 1(b) show the scheduling results of fine-grained request scheduling and tenant-grained request scheduling, respectively.
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Multi-Tenant Model: We consider a set of tenants renting
various services from cloud providers and such tenant set is
denoted as T ¼ ft1; t2; :::; tmg, wherem is the number of ten-
ants. In practice, a tenant t 2 T usually generates a great
number of individual requests with different service
requirements, especially for enterprise tenants. For clarity,
we will regard all individual requests generated by the
same tenant as a tenant-grained request in this paper. For ease
of reference, the key notations used in this paper are sum-
marized in Table 1.

2.4 Definition of Tenant-Grained Request
Scheduling

This section provides a more precise description of the
Tenant-grained Request Scheduling (TRS) problem. We
aggregate all requests from the same tenant ti into a ten-
ant-grained request, denoted as ri. Let R ¼ fr1; r2; :::rmg
represent the tenant-grained request set. Each tenant-
grained request r may require multiple types of services
with different resource requirements. The actual resource
consumption of requests will be collected by the system as
historical information to assist request scheduling. Using
historical information, the scheduler can evaluate the
resource demand of each request based on service type
and collected historical information [11]. Specifically, we
use psðrÞ to represent the number of servers with service s
required by request r. Let bsðrÞ and esðrÞ denote the band-
width demand and power demand of request r for service
s, respectively. We schedule each request on servers as
evenly as possible through ECMP. Thus, for any request
r 2 R and service s 2 S, the power and bandwidth con-
sumption will be evenly distributed on the allocated serv-
ers. That is, each allocated server of service type s for
request r needs to consume bandwidth resource of bsðrÞ

psðrÞ
and power resource of esðrÞ

psðrÞ . High traffic volume leads to

long queuing delay of data packets inside the ToR switch,
thereby reducing the data transmission rate. Therefore, we
take the bandwidth load balancing among ToR switches as
the optimization goal. We formulate the TRS problem as
follows:

min �

S:t:

P
k2Ks

ykr ¼ psðrÞ; 8r 2 R; s 2 SP
r2R ykr � Ck; 8k 2 KP
r2R ykr � esðrÞpsðrÞ � Ek; 8k 2 Ks; s 2 SP
r2R ykr � bsðrÞpsðrÞ � � �Bk; k 2 Ks; s 2 S

ykr 2 f0; 1; 2:::g; 8r 2 R; k 2 K

8>>>>>>>><
>>>>>>>>:

(1)

Note that ykr means the number of servers assigned to
request r on rack k. The first set of equations denotes that
each request r needs to be allocated with psðrÞ servers of ser-
vice type s. The second set of inequalities denotes the con-
straints of the number of servers in each rack k. The third
and fourth sets of inequalities means the power capacity
constraint and bandwidth constraint in each rack, respec-
tively. Our objective is to achieve bandwidth load balancing
among ToR switches on racks, this is, min �.

Theorem 1. The TRS problem is NP-hard.

To prove this theorem, we first give the definition of
identical parallel machines scheduling problem.

Definition 1 (Identical Parallel Machines Scheduling
(IPMS)[37]). Given p parallel machines and q independent
jobs, each job is to be assigned to one of the machines. All the
parallel machines are identical in terms of their processing
speed. Thus, every job will take the same amount of processing
time on each machine. The objective is to find a schedule that
minimizes the makespan.

Proof. We prove NP-hardness of the TRS problem through
a reduction from the IPMS problem. It means that TRS
cannot be solved in deterministic polynomial time unless
P = NP. Consider an instance of the IPMS problem: let
M ¼ fm1;m2; :::; mpg be a set of machines and J ¼
fj1:j2; :::; jqg be a set of jobs. Moreover, the processing
time of job j 2 J on an arbitrary machine is denoted as tj.
Now, we construct a special case of the TRS problem, in
which each rack has unlimited resources, including
power and bandwidth, and is equipped with enough
servers. Under this case, the IPMS problem with the
objective of minimizing the makespan is equivalent to
the TRS problem with the objective of bandwidth load
balancing among racks. Specifically, each machine m
and job j can be regarded as a rack k and request r,
respectively. The makespan on each machine can be
regarded as the bandwidth load on each rack. Appar-
ently, the reduction process above can be finished in
polynomial time, since the IPMS problem is equivalent
to the TRS problem under the special case. Note that the
IPMS problem is a well-known NP-hard problem. Since
IPMS is reducible to the special case of TRS, our TRS
problem is NP-hard as well.pt?> tu

3 OFFLINE ALGORITHM DESCRIPTION

In this section, we propose an offline normalization-based
request scheduling algorithm, called NTRS. Then we ana-
lyze the approximation performance of the NTRS algorithm.

TABLE 1
Key Notations for Problem Definition

Parameters Description

K a rack set
n the number of racks
Ck the number of servers in rack k 2 K
Bk the bandwidth capacity of rack k 2 K
Ek the power capacity of rack k 2 K
S a network service type set
Ks the set of racks with service type s 2 S
T a tenant set
R a tenant-grained request set
psðrÞ the number of servers with service s 2 S

required by request r 2 R
bsðrÞ the bandwidth demand of request r 2 R for

service s 2 S
esðrÞ the power demand of request r 2 R for service

s 2 S
ykr the number of servers assigned to request r 2

R on rack k 2 K
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3.1 Algorithm Description

Due to the NP-hardness, it is difficult to optimally solve the
TRS problem in polynomial time. This section presents a
normalization-based tenant-grained requests scheduling
algorithm, called NTRS, to solve the TRS problem. The basic
idea of NTRS is to divide each tenant-grained request r 2 R
into

P
s2S psðrÞ subsets, each of which is called unit request

and occupies one server. Let Ms
r denote the set of unit

requests of request r that requires service s 2 S. Obviously,
jMs

r j ¼ psðrÞ; 8r 2 R; s 2 S. Let Ms denote the unit request
set that requires service s 2 S, i.e.,Ms ¼ S

r2RM
s
r . The total

unit requests from all tenant-grained requests are denoted
by M, i.e., M ¼ S

s2SM
s. Each unit request m 2 Ms

r

requires the same resource consumptions, that is, a single
server with the bandwidth of bsðrÞ

psðrÞ and power of esðrÞ
psðrÞ . For

ease of reference, we summarize the main notions used in
the NTRS algorithm in Table 2.

The proposed NTRS algorithm mainly consists of two
steps. The first step normalizes the resource requirements for
each unit requestm 2 M on different racks. Specifically, if we
allocate one server on rack k 2 K for a unit requestm 2 Ms

r , it
will consume some server/power/bandwidth resources of
this allocated rack. Thus, let bsr;k, e

s
r;k and csr;k be the normal-

ized bandwidth, power and server consumption of rack k,
respectively, if one of the servers in rack k is allocated to the
unit request in set Ms

r . These normalized resource require-
ments can be calculated as follows:

bsr;k ¼
bsðrÞ=psðrÞ

Bk � e� ; esr;k ¼
esðrÞ=psðrÞ

Ek
; csr;k ¼

1

Ck
: (2)

By replacing ykr 2 f0; 1; 2:::g with ykr 2 ½0; Cmax
k � at the last

line in Eq. (1), we can obtain the linear program LP1 of
Eq. (1), where Cmax

k is the maximum number of servers
placed in a rack, that is, Cmax

k ¼ maxfCk; 8k 2 Kg. e� is the
solution of LP1, which can be solved in polynomial time. Let
�� be the optimal solution of integer linear program Eq. (1). e�
is the lower bound of ��, that is, e� � ��, since LP1 relaxes the

value range of variable ykr . Since
e� is extremely close to the

optimal solution ��, we use e� to replace �� in the following.
Note that, if request r 2 R does not need the support of ser-
vice s 2 S or servers in rack k does not support service s, we
have bsr;k ¼ esr;k ¼ csr;k ¼ 0. According to the normalized
resource consumption in Eq. (2), we estimate the bottleneck
resource when a unit requestm 2 Ms

r is scheduled on rack k.
Specifically, for each rack k 2 Ks : s 2 S, we can divide the
unit request set Ms into three subsets M1

k , M
2
k and M3

k . Unit
requests in M1

k , M
2
k and M3

k require more normalized band-
width, power and server resources than the other two types
of normalized resources, respectively. In other words, for
each rack k 2 Ks : s 2 S, we divide unit requests set Ms into
three subsets as follows:

M1
k ¼ fmjbsr;k � esr;k; b

s
r;k � csr;k;m 2 Ms

r ; r 2 Rg
M2

k ¼ fmjesr;k � bsr;k; e
s
r;k � csr;k;m 2 Ms

r ; r 2 Rg
M3

k ¼ fmjcsr;k � bsr;k; c
s
r;k � esr;k;m 2 Ms

r ; r 2 Rg

8><
>: : (3)

The second step of NTRS allocates resources for each unit
request according to the normalized resource consumptions.
We use Bi

k, E
i
k and Ci

k to denote the cumulative normalized
bandwidth, power and server consumption generated by
unit requests in Mi

k, i 2 f1; 2; 3g, when they are assigned to
rack k, respectively. We rank racks in Ks with the increasing
order of their bandwidth load. For each rack k 2 Ks, if 1)m 2
M1

k and B1
k < 1 or 2) m 2 M2

k and E2
k < 1 or 3) m 2 M3

k and
C3

k < 1, NTRS schedules the unit request m to the server in
rack k and updates the corresponding cumulative value. The
NTRS algorithm is formally described in Algorithm 1.

Algorithm 1.NTRS: Normalization-Based Tenant-Grained
Request Scheduling

1: Step 1: Normalizing the resource demand
2: for each tenant-grained request r 2 R do
3: for each service s 2 S do
4: Devise unit request setMs

r

5: Construct a linear program LP1 of Eq. (1) by replacing ykr 2
f0; 1; 2:::gwith ykr 2 ½0; Cmax

k �
6: Obtain the optimal solution �� of LP1

7: for each tenant-grained request r 2 R do
8: for each rack k 2 Ks : s 2 S do
9: Normalize the server demand csr;k, power demand

esr;k and bandwidth demand bsr;k with Eq. (2)
10: for each rack k 2 Ks : s 2 S do
11: Divide the unit requests inMs into three setsM1

k ,M
2
k and

M3
k with Eq. (3)

12: Step 2: Allocating Resources for Unit Requests
13: for each request r 2 R and each service type s 2 S do
14: for each unit requestm 2 Ms

r do
15: Rank racks in set Ks with the increasing order of

bandwidth load
16: for each k 2 Ks do
17: ifm 2 M1

k and B1
k < 1 then

18: Allocate resources for unit requestm
19: else ifm 2 M2

k and E2
k < 1 then

20: Allocate resources for unit requestm
21: else ifm 2 M3

k and C3
k < 1 then

22: Allocate resources for unit requestm
23: if unit requestm is allocated successfully then
24: Break

TABLE 2
Key Notations for the NTRS Algorihtm

Parameters Description

Ms
r the unit request set of tenant-grained request r

that requires service s 2 S
Ms the set of unit requests that requires service s 2 S
M the unit requests of all tenant-grained requests
bsr;k the normalized bandwidth resource required by

request r for service s
esr;k the normalized power resource required by

request r for service s
csr;k the normalized server resource required by

request r for service s
M1

k the set of unit requests that require more
normalized bandwidth resources than the other
two types of normalized resources

M2
k the set of unit requests that require more

normalized power resources than the other two
types of normalized resources

M3
k the set of unit requests that require more

normalized server resources than the other two
types of normalized resources
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3.2 Performance Analysis of NTRS

This section analyzes the approximation performance of the
proposed NTRS algorithm. By the definition in Eq. (3), we
have the following lemma:

Lemma 2. At any time in the execution of Algorithm 1, for the
cumulative load from the unit requests in M1

k on rack k 2 K,
we have E1

k � B1
k, C

1
k � B1

k. For the cumulative load from the
unit requests in M2

k on rack k 2 K, we have B2
k � E2

k , C
2
k �

E2
k . For the cumulative load from the unit requests in M3

k on
rack k 2 K, we have B3

k � C3
k , E

3
k � C3

k .

Proof. On the one hand, by the definitions of M1
k in Eq. (3),

we know that unit requests in set M1
k require more nor-

malized bandwidth resources than the other two types of
normalized resources. On the other hand, E1

k , B
1
k and C1

k

denote the cumulative bandwidth, power and server con-
sumption generated by unit requests that are in M1

k and
assigned to rack k, respectively. Thus, we derive E1

k � B1
k,

C1
k � B1

k. We can derive the other two conclusions in a
similar way. tu
Let constant h denote the number of servers that a rack

can contain at least (and meet the power and bandwidth
requirements). In other words, h ¼ minf 1

bs
r;k
; 1
es
r;k
; 1
cs
r;k
; 8r 2 R;

k 2 Ks; s 2 Sg.
Lemma 3. During the running of the NTRS algorithm, We have

maxfBi
k; E

i
k; C

i
k; i 2 f1; 2; 3g; k 2 Kg � 1þ 1

h .

Proof. We prove this lemma by induction on the number
of unit requests. At the beginning of the NTRS algo-
rithm, Lemma 3 is certainly satisfied. We assume that
this lemme can hold before scheduling to a unit request
m 2 Ms

r . Let k 2 Ks be the rack in which a server is allo-
cated for unit request m. Unit request m may belong to
any one of M1

k , M
2
k and M3

k . Since these three cases are
similar, we discuss the case where unit request m belong
to M1

k .

When m 2 M1
k , before scheduling, B1

k � 1 (otherwise
unit request m would not be scheduled on rack k). After
scheduling, its cumulative bandwidth load is B1

k �
1þ bsr;k. According to Lemma 2, E1

k � 1þ bsr;k and C1
k �

1þ bsr;k. The other two cases can be discussed similarly.
Thus, after scheduling unit requestm 2 Ms

r , we have

maxk2K max B1
k; E

1
k; C

1
k

� �� � � 1þ bsr;k

maxk2K max B2
k; E

2
k; C

2
k

� �� � � 1þ esr;k

maxk2K max B3
k; E

3
k; C

3
k

� �� � � 1þ csr;k

8>><
>>: (4)

With the definition of h, Lemma 3 is proved. tu
Theorem 4. The proposed NTRS algorithm guarantees that the

maximum bandwidth load on any rack k 2 K will not exceed
the optimal solution by a factor of 3 � ð1þ 1

hÞ, and the allocated
server and power resources will not exceed the rack’s capacity
by a factor of 3 � ð1þ 1

hÞ.
Proof. We use a variable nkr to denote the number of servers

that have been allocated for request r 2 R on rack k 2 K.
According to Lemma 3, on any rack k 2 Ks : s 2 S, the
bandwidth load factor is as follows

X
r2R

nkr � bsr;k

¼
X
r2M1

k

nkr � bsr;k þ
X
r2M2

k

nkr � bsr;k þ
X
r2M3

k

nkr � bsr;k

¼ B1
k þB2

k þB3
k � 3 �

�
1þ 1

h

�

According to Eq. (2), it follows

X
r2R

nkr �
bsðrÞ=psðrÞ
BðkÞ � �� � 3 �

�
1þ 1

h

�

Then, we have

X
r2R

nkr �
bsðrÞ=psðrÞ

BðkÞ � 3 �
�
1þ 1

h

�
� ��

Thus, the maximum bandwidth load factor on each rack
will not exceed 3 � ð1þ 1

hÞ times as the optimal solution.
Similarly, the allocated server and power resources will
not exceed the rack’s capacity by a factor of 3 � ð1þ 1

hÞ. tu
To deal with the situation where the resource constraints

are violated, we can greedily remove the requests whose
resource requirements are not satisfied from racks and serv-
ers until all resource constraints are not violated. In a request
scheduling system, there is a queue for those requests wait-
ing to be scheduled [29]. The removed request can re-enter
the queue and wait for the next scheduling opportunity
when there are enough resources.

Approximation factor: Following our analysis, by schedul-
ing all requests, the NTRS algorithm can guarantee that the
bandwidth load on any rack will not exceed the optimal
solution by a factor of 3 � ð1þ 1

hÞ. Similarly, the resource con-
straints will not be violated by a factor of 3 � ð1þ 1

hÞ. This is
also called bi-criteria approximation [38], [39], [40]. In a data
center, a rack usually contains at least ten servers and pro-
vide bandwidth and power resources for these ten servers.
Under this case, h � 10 holds and we have 3 � ð1þ 1

hÞ � 3:3.
That is, the maximum bandwidth load through the NTRS
algorithm on any rack will not exceed the optimal solution
by a factor of 3.3, and the resource constraint will not be vio-
lated by a factor of 3.3 at most in many practical situations.
In other words, our NTRS algorithm can achieve almost the
constant bi-criteria approximation for the offline TRS prob-
lem in many practical situations.

Algorithm Running Example: For simplicity, we assume
that there are two racks (k1 and k2), and four servers in each
rack. All servers provide the same service (say, s). In addi-
tion, the bandwidth capacity and power capacity of each
rack are set to 10 and 8, respectively. The resource demand
of a tenant-grained request is represented by 3-tuple, i.e.,
(server’s number, bandwidth demand, power demand). We
assume that there are total three tenant-grained requests:
r1 ¼ ð2; 4; 5Þ, r2 ¼ ð2; 5; 4Þ and r3 ¼ ð3; 6; 6Þ.

Following lines 2-4 of the NTRS algorithm described in
Algorithm 1, we divide each tenant-grained request into a
set of unit requests. Let Ms

r be the unit request set of tenant-
grained request r and each unit request is also be represented
as mr ¼ (server’s number, bandwidth demand, power
demand). Thus, we have Ms

r1
¼ fm1

r1
¼ ð1; 2; 2:5Þ; m2

r1
¼
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ð1; 2; 2:5Þg, Ms
r2
¼ fm1

r2
¼ ð1; 2:5; 2Þ; m2

r2
¼ ð1; 2:5; 2Þg and

Ms
r3
¼ fm1

r3
¼ ð1; 2; 2Þ; m2

r3
¼ ð1; 2; 2Þ; m3

r3
¼ ð1; 2; 2Þg.

According to lines 5-6, we set Cmax
k as 4 and solve the linear

program version of Eq. (1) by replacing ykr 2 f0; 1; 2; :::gwith
ykr 2 ½0; Cmax

k �. We obtain �� ¼ 0:75. Following lines 7-9, we
normalize the resource requirements of all unit requests
using Eq. (2). The unit requests inMs

r1
,Ms

r2
andMs

r3
are nor-

malized into (0.25, 0.26, 0.3125), (0.25, 0.33, 0.25) and (0.25,
0.26, 0.25), respectively. Then we divide unit requests into
three subsets according to Eq. (3) for each rack. For rack k1,

we have M1
k1

¼ fm1
r2
;m2

r2
;m1

r3
;m2

r3
;m3

r3
g, M2

k1
¼ fm1

r1
;m2

r1
g

and M3
k1

¼ ;. Similarly, for rack k2, we have M1
k2

¼ fm1
r2
;

m2
r2
;m1

r3
;m2

r3
;m3

r3
g,M2

k2
¼ fm1

r1
;m2

r1
g andM3

k2
¼ ;. Now, we

follow lines 13-24 in Algorithm 1 to allocate resources for
each unit request. We start from unit requests belonging to
tenant-grained request r1. The sequence of racks sorted
according to bandwidth load is ½k1; k2�. Since m1

r1
2 M2

k1
and

the cumulative power load B2
k1

< 1, a server in k1 will be
assigned to m1

r1
. Then, B2

k1
, E2

k1
and C2

k1
are updated to 0.26,

0.3125, 0.25. The sequence of racks sorted according to band-
width load is updated to ½k2; k1�. Since m2

r1
2 M2

k2
and the

cumulative power load B2
k2

< 1, a server in k2 will be
assigned to m2

r1
. Similar to the steps above, we allocate serv-

ers for the unit requests of tenant-grained requests r2 and r3.
The final scheduling result is as follows: m1

r1
, m1

r2
, m1

r3
and

m2
r3
are scheduled on rack k1;m

2
r1
,m2

r2
andm3

r3
are scheduled

on rack k2. That is, one server on each of racks k1 and k2 is
assigned to the tenant-grained request r1. One server on each
of racks k1 and k2 is assigned to r2. Two servers on rack k1
and one server on rack k2 are assigned to r3.

3.3 Discussion

We give the following discussion to enhance the applicabil-
ity and practicality of our proposed algorithm.

Dealing with Small-scale Tenants: For small-scale tenants,
tenant isolation requirement may reduce resource utilization.
To deal with the waste of resources caused by small-scale ten-
ants, we use the following steps to achieve the trade-off
between resource utilization and tenant isolation. Specifically,
in the first step, we calculate the resource utilization of each
small-scale tenant. Let ut be the number of servers allocated
to the tenant-grained request of tenant t. Let u0

t be the mini-
mum number of servers ideally consumed by tenant t, which
can be a decimal. The ideal minimum number of servers
required by a tenant is obtained by calculation. The scheduler
evaluates the resource demand of each tenant based on ser-
vice type. u0

t is calculated through dividing the total resource
requirements by the resource amount owned by a server. The
resource utilization of tenant t can be formulated as u0t=ut. In
the second step, we pick out those tenantswhose resource uti-
lization is below a threshold, then aggregate the individual
requests from these tenants into a new tenant-grained
request. It should be noted that there is a trade-off between
resource utilization and tenant isolation in this step. Themore
tenants’ individual requests are aggregated, the higher the
resource utilization, but the lower the tenant isolation. The
threshold for aggregating the individual requests from small-
scale tenants is obtained by experience. System administra-
tors can set the threshold according to experience based on
historical data such that the resource utilization is improved

while ensuring proper tenant isolation. At the last step, we
can perform tenant-grained request scheduling algorithms
proposed in Sections 3 and 4 to allocate resources for the
aggregated requests. In a request scheduling system, there is
a queue for requests to be scheduled [29]. Under the online
scheduling scenario, the aggregated objects are currently
queued requests submitted by tenants.

Combining With Fine-Grained Request Scheduling. We
should note that the fine-grained request scheduling algo-
rithm can be used as a complementary scheme of our tenant-
grained request scheduling algorithm. Specifically, we first
use our proposed algorithm for scheduling tenants’ traffic.
Under this case, some servers may be under-utilization. To
improve the resource utilization on some servers, we can
schedule some requests individually in a fine-grained man-
ner, e.g., scheduling an individual request from one server to
another. Section 5.2.4 conduct a set of simulations for the
combination of tenant-grained request scheduling combined
and fine-grained request scheduling. It shows that, com-
bined with fine-grained request scheduling, tenant-grained
request scheduling can achieve similar system throughput
performance to using only fine-grained request scheduling.

4 ONLINE ALGORITHM DESCRIPTION

4.1 Problem Definition

For each arrival tenant-grained request, the scheduler will
construct a set of scheduling schemes. Now we use an
example to illustrate the scheduling scheme. Assume that
there are two racks fk1; k2g and a tenant-grained request r 2
R which needs two servers. One of the scheduling schemes
is that two servers on rack k1 are allocated for request r,
which is represented as ½ðk1; 2Þ�. Similarly, we can list the
other two schemes as ½ðk1; 1Þ; ðk2; 1Þ� and ½ðk2; 2Þ�. Note that
only when the type of server on the rack matches the service
type required by the request, the server on this rack will be
assigned to the request. LetDr be the scheduling scheme set
of request r 2 R. If all potential schemes are explored, the
size of Dr may be very large. We will present an algorithm
called SCH in Section 4.3 to construct a scheduling scheme
set with low cost, and give its performance analysis.

In the online scenario, we focus on maximizing the total
reward, such as system throughput and the number of proc-
essed requests. The reward of request r 2 R is denoted as
wðrÞ. Iðr; d; kÞ denotes the number of servers assigned to the
request r on the rack k according to the scheme d 2 Dr. Since
the resources (e.g., bandwidth capacity) are limited, not
all requests will be served in the cloud. Thus, we use the
total reward as the performance metric of the online
algorithm. We describe the online TRS problem as fol-
lows:

max
X
r2R

X
d2Dr

xd
r � wðrÞ

S:t:

P
d2Dr

xdr � 1; 8r 2 RP
r2R

P
d2Dr

xdrIðr; d; kÞ � Ck; 8k 2 Ks; s 2 SP
r2R

P
d2Dr

xdrIðr; d; kÞ bsðrÞ
psðrÞ � Bk; 8k 2 Ks; s 2 SP

r2R
P

d2Dr
xd
rIðr; d; kÞ esðrÞ

psðrÞ � Ek; 8k 2 Ks; s 2 S

xdr 2 f0; 1g; 8r 2 R; d 2 Dr

8>>>>>><
>>>>>>:

(5)
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Note that xd
r means that whether the tenant-grained

request r 2 R chooses the scheduling scheme d or not. The
first set of inequalities denotes that a tenant-grained request
will choose at most one scheduling scheme. The second set
of inequalities means that the number of servers that will be
allocated on a rack cannot exceed the rack’s capacity. The
third and fourth sets of inequalities denote the bandwidth
and power constraints on racks, respectively. Our objective
is to maximize the total reward of tenant-grained requests
with resource constraints.

Algorithm 2. PDRA: Online Primal-Dual Algorithm

1: Step 1: Algorithm Initialization
2: Set constant F � by Eq. (7)
3: Set constant N with 3 � jKj, and � 2 ð0; 1Þ
4: Initialize the dual variables:
5: ar ¼ 0, bk ¼ 0, dk ¼ 0, uk ¼ 0, 8r; k
6: Step 2: Determining a Scheduling Scheme for the

Tenant-grained Requests
7: for each arrival of request r 2 R do
8: Use the SCH algorithm to compute scheduling scheme

setDr

9: Calculate the price of each scheduling scheme inDr

according to Eq. (8)
10: Set P ¼ maxd2DrPd

11: if P <¼ 0 then
12: Reject the request r
13: else
14: d� ¼ argmaxd2DrPd

15: Schedule request r according to d�

16: Update ar as P
17: Update bk, dk and uk by Eqs. (9), (10) and (11)

4.2 Algorithm Description

We present an online primal-dual request scheduling algo-
rithm called PDRA to solve Eq. (5). For ease of reference, we
summarize the main notions used in the PDRA algorithm in
Table 3. We first construct the dual problem for the linear
relaxation of Eq. (5). For the optimization objective and each
constraint in the TRS problem defined in Eq. (5), there is a
dual variable [41]. Specifically, the dual variable ar is for the
objective, bk; dk; uk are for the three sets of constraints,
respectively. Note that all these dual variables are non-

negative. We describe the dual problem as follows:

min
X
r2R

ar þ
X
k2Ks

X
s2S

ðCk � bk þBk � dk þ Ek � ukÞ

S:t:

ar � wðrÞ �P
k2Ks

P
s2S Iðr; d; kÞbk

�P
k2Ks

P
s2S Iðr; d; kÞ bsðrÞ

psðrÞ dk

�P
k2Ks

P
s2S Iðr; d; kÞ esðrÞ

psðrÞ uk; 8r 2 R; d 2 Dr

ar � 0; bk � 0; dk � 0; uk � 0; 8r 2 R; k 2 K

8>>>>><
>>>>>:

(6)

The PDRA algorithm first initializes the dual variables
and corresponding constants F �, N and �. According to the
first set of inequalities in Eq. (6), we define constant F � in
Eq. (7) as the maximum usage of each resource over all pos-
sible schemes of all requests. The constant N represents the
number of inequalities from the second set to the fourth set
in Eq. (5). That is, N ¼ 3 � jKj. The constant � 2 ½0; 1� denotes
a trade-off between resource violation and reward.

F � ¼ max
r;d;s

�
max

k

Iðr; d; kÞ
wðrÞ ;max

k

Iðr; d; kÞ � esðrÞ
psðrÞ � wðrÞ ;

max
k

Iðr; d; kÞ � bsðrÞ
psðrÞ � wðrÞ

�
(7)

The second step of PDRA is to choose a scheduling
scheme with the maximum profit for each request. When
request r 2 R comes, the PDRA algorithm derives a sched-
uling scheme setDr by using the SCH algorithm, which will
be introduced in Section 4.3. Then, the PDRA algorithm
calculates the profit of each scheme d 2 Dr. The profit
means the utility over all types of resources for the
request r 2 R. We denote the profit of scheme d 2 Dr as
follows:

Pd ¼ wðrÞ �
X
k2Ks

X
s2S

Iðr; d; kÞ bsðrÞ
psðrÞ dk þ bk þ

esðrÞ
psðrÞ uk

� 	
: (8)

Then we determine the maximum profit of all possible
scheduling schemes for request r 2 R, that is, P ¼
maxd2DrPd. If P is negative, it does not bring any profit by
scheduling this request. So, we reject this request. Otherwise,
we will choose an efficient scheduling scheme for request r 2
R. In a request scheduling system, there is a queue for those
requests waiting to be scheduled [29]. The rejected requests
can re-enter the queue and wait for the next scheduling
opportunity when there are enough resources. We use d� to
represent the scheduling scheme with the maximum profit
Pd, that is, d

� ¼ argmaxd2DrPd. Next, we allocate resources for
the tenant-grained request according to scheme d�. Then, we
update the dual variables ar as the maximum profit. Mean-
while, since the available resources of racks are used by
request r, the corresponding dual variables will increase
accordingly. To avoid the confusion, we use bk and b0k to
denote the dual variables before and after scheduling
request r. The dual variable update of server resource is
as follows:

b0k ¼ bk 1þ Iðr; d�; kÞ
Ck

� 	
þ � � Iðr; d�; kÞ

N � Ck � F � ; 8k 2 K (9)

TABLE 3
Key Notations for the PDRA Algorihtm

Parameters Description

Dr the scheduling scheme set of request r 2 R
wðrÞ the reward of request r 2 R
Iðr; d; kÞ the number of servers assigned to the request r

on the rack k according to the scheme d 2 Dr

xd
r whether request r 2 R chooses the scheduling

scheme d 2 Dr or not
Pd the profit of scheduling scheme d 2 Dr

d� the scheduling scheme with the maximum
profit, i.e., d� ¼ argmaxd2DrPd

Kr;s the candidate rack set with service type s 2 S
for the request r 2 R

qk;s the resource consumed by a unit request for
service s 2 S on rack k 2 Ks
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For the bandwidth resource and power resource on rack
k, the dual variable updates are as follows:

d0k ¼ dk 1þ Iðr; d�; kÞ � bsðrÞ
Bk � psðrÞ

� 	
þ � � Iðr; d�; kÞ � bsðrÞ

N �Bk � F � � psðrÞ (10)

u0k ¼ uk 1þ Iðr; d�; kÞ � esðrÞ
Ek � psðrÞ

� 	
þ � � Iðr; d�; kÞ � esðrÞ

N � Ek � F � � psðrÞ : (11)

In Eqs. (10) and (11), d0k and u0k denote the values of dk and
uk after the resources are occupied by request r, respectively.

Algorithm 3. SCH: Constructing Scheduling Scheme Set
for Request r 2 R

1: Step 1: Computing Candidate Rack Set
2: for each type service s 2 S do
3: Initialize the candidate rack set Kr;s to the empty set
4: for each rack k 2 Ks do
5: Compute the resource consumption denoted as qk;s on

rack k for the unit requestmr;s

6: Update ’ as the maximum resource consumption of
rack k 2 Kr;s

7: if jKr;sj < psðrÞ then
8: Put rack k into Kr;s

9: else if qk;s < ’ then
10: Put rack k into Kr;s and remove the rack with

maximum resource consumption
11: Step 2: Computing Scheduling Scheme Set
12: Devise scheduling scheme setDr based on candidate rack

set and Theorem 6

The scheduler has the ability to detect whether a request
has been finished [29]. Once a request ends, the resources
occupied by this request will be released, and the dual vari-
ables of the released resources will be decreased accord-
ingly. The reduction of dual variables is based on Eqs. (9),
(10), and (11). We take the server resource as an example.
To avoid the confusion, we use bk and b00k to denote the dual
variables before and after server resource are released,
respectively. Similar to Eq. (9), we have

bk ¼ b00
k 1þ Iðr; d�; kÞ

Ck

� 	
þ � � Iðr; d�; kÞ

N � Ck � F � ; 8k 2 K (12)

Then, we transform Eq. (12) into

b00k ¼ bk � � � Iðr; d�; kÞ
N � Ck � F �

� 	
= 1þ Iðr; d�; kÞ

Ck

� 	
;8k 2 K: (13)

Similarly, let dk and d00k be the dual variables before and
after the bandwidth resource are released, respectively. uk
and u00k be the dual variables before and after the power
resource are released, respectively. Then, the update of dual
variables dk and uk are as follows.

d00k ¼ dk � � � Iðr; d�; kÞ � bsðrÞ
N �Bk � F � � psðrÞ

� 	
= 1þ Iðr; d�; kÞ � bsðrÞ

Bk � psðrÞ
� 	

(14)

u00k ¼ uk � � � Iðr; d�; kÞ � esðrÞ
N � Ek � F � � psðrÞ

� 	
= 1þ Iðr; d�; kÞ � esðrÞ

Ek � psðrÞ
� 	

: (15)

After a tenant-grained request quits, the dual variables can
be updated according to Eqs. (13), (14), and (15).

4.3 Construction of Scheduling Scheme Set

In this section, we introduce how to construct the scheduling
scheme set for a tenant-grained request with low cost. To this
end, we design the SCH algorithm in Algorithm 3 to derive a
set of scheduling schemes. The basic idea of SCH is to first
get a rack set, which is called candidate rack set, for each
type of service s 2 S required by request r 2 R. The racks in
candidate rack set have theminimum resource consumption.
Then SCH builds a set of scheduling schemes on the basis of
candidate racks. We denote the candidate rack set with ser-
vice type s 2 S for the request r 2 R as Kr;s, whose size is
psðrÞ. Note that the resource consumption includes the con-
sumption of server, bandwidth and power. To evaluate the
resource consumption of rack k 2 Ks for r 2 R, we use a unit
request of the tenant-grained request, which requires a single

server with bandwidth of esðrÞ
psðrÞ and power of bsðrÞ

psðrÞ . For ease of
expression, we denote a unit request of the tenant-grained
request r 2 R with service type s 2 S as mr;s. The resource
consumption ofmr;s on rack k is denoted as:

qk;s ¼ esðrÞ
psðrÞ � uk þ bk þ

bsðrÞ
psðrÞ � dk

The optimal scheduling scheme must satisfy the follow-
ing two theorems, which can be used to greatly reduce the
size of the scheduling scheme setDr.

Theorem 5. For any service s 2 S required by request r 2 R,
racks in the optimal scheduling scheme must belong to Kr;s.

Proof.We prove this theorem by contradiction. Let d0r be the
scheduling scheme with the maximum profit. We use
Kd0;s to denote the rack set with service type s 2 S in
scheme d0. For a rack k 2 Kd0;s, the number of servers allo-
cated for the request r is denoted as t0k. Let K1

d0;s be the
rack set which is not included in Kr;s, and is a subset of
Kd0;s. We use q0k;s to denote the resource consumption of
unit request mr;s on rack k 2 Kd0;s. The profit of scheme d0r
is denoted as P 0

d.
We construct another scheduling scheme denoted as

dr. The difference between dr and d0r is that we use the
rack inKr;s to replace the rack inK1

d0;s. We denote this new
rack set as K2

d;s. The profit of scheme dr is denoted as Pd;r.
Then, we can get the difference between Pd;r and P 0

d;r:

Pd;r � P 0
d;r ¼

X
k2K1

d0 ;s

q0k;s � t0k �
X

k2K2
d;s

qk;s � t0k � 0:

The last inequality is satisfied because the resource con-
sumption qk;s of the rack inK2

d;s is smaller than that inK1
d0;s,

that is, qk;s � q0k;s. This means that scheme dr has a higher
profit than that of d0r, which contradicts the assumption. tu
Let K�

r;s be the rack set with service type s 2 S in the opti-
mal scheduling scheme d�. Assume that there are two racks
ki and kj in K�

r;s. We denote the number of servers allocated
for request r 2 R on rack ki and kj as tki and tkj . For the opti-
mal scheme d�, we have the following theorem:

Theorem 6. In the optimal scheduling scheme, for any service
type s 2 S, if the resource consumption on rack ki is greater
than or equal to that on rack kj, that is, qki;s � qkj;s, the number
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of servers allocated on rack ki for request r is smaller than or
equal to that on rack kj, that is, tki � tkj .

Proof. We prove this theorem by contradiction. Let d00r be
the scheduling scheme of request r with the maximum
profit. For any service type s 2 S, the rack set of d00r is
denoted as K00

r;s. Assume that there are two racks k00i and
k00j in K00

r;s. The resource consumption of each rack is
denoted as q00ki;s and q00kj;s, which satisfies q00ki;s � q00kj;s. We
denote the number of servers allocated for request r on
rack k00i and k00j as tk00

i
and tk00

j
, which satisfies tk00

i
� tk00

j
. The

profit of scheme d00r is denoted as P 00
d;r.

We construct another scheduling scheme denoted as
dr. These two schemes have the same rack set. The num-
ber of servers allocated for the request r on rack k00i is t00kj
and the number of servers allocated for the request r on
rack k00j is t00ki . The profit of scheme dr is denoted as Pd;r.
We have

Pd;r � P 00
d;r ¼ q00ki;s � t00ki þ q00kj;s � t00kj � q00ki;s � t00kj � q00kj:s � t00ki

¼ ðq00ki;s � q00kj;sÞ � ðt00ki � t00kjÞ � 0:

The last inequality is satisfied because of q00ki;s � q00kj;s
and t00ki � t00kj . This means that the profit of dr is greater
than that of d00r , which contradicts the assumption. tu
Since we can only construct schemes satisfying Theorems

5 and 6, the size of the scheduling scheme set will be greatly
reduced. Now, we analyze the time complexity of SCH. The
first step of SCH takes OðjN jÞ to traverse all racks to get the
candidate rack set for the tenant-grained request. In order
to reduce time consumption, we can pre-compute the
scheduling scheme set for candidate rack sets of different
sizes, which makes the second step of SCH takes constant
time. Thus, the time complexity of SCH is OðjN jÞ. Since the
rack in the candidate rack set has the least resource con-
sumption, the scheduling scheme in Dr has a higher profit,
that is, the value of Pd is larger. To further reduce the time
consumed by PDRA, we can specify the size ofDr, e.g., 20.

4.4 Performance Analysis of PDRA

In this section, we analyze the performance of PDRA. We
first give the following lemma.

Lemma 7. For all dual variables, the update rules in the online
algorithm are dual feasible.

Proof. For dual variables bk, dk and uk, their values are non-
negative, as they increase from zero during the update.
For a request r, if it is rejected, we know that Pd is nega-
tive for 8d 2 Pd. If it is accepted, we set ar with the maxi-
mum value of Pd. Moreover, further updates can only
make the right hand of Eq. (8) to be smaller, thus preserv-
ing the feasibility of the constraints. tu

Lemma 8. The objective value of Eq. (6) will be increased no
more than 1þ � whenever a request r is accepted.

Proof. According the the update rules of the dual variables,
once a request r has been accepted and resource are allo-
cated with the scheme d�. Let ks be a rack, on which the
servers can provide service s 2 S. We denote the incre-
mental objective value the dual problem as D.

D ¼ wðrÞ þ
X
ks2d�

X
s2S

� � Iðr; d; kÞN � F �

þ
X
ks2d�

X
s2S

� � Iðr; d; kÞ � esðrÞ=psðrÞN � F �

þ
X
ks2d�

X
s2S

� � Iðr; d; kÞ � bsðrÞ=psðrÞN � F �

� wðrÞ þ � � N � F �

N � F � � wðrÞ ¼ ð1þ �Þ � wðrÞ
tu

For each request r 2 R and each rack k 2 K, we use
Lðk; rÞ and bðk; rÞ to denote the number of servers which
have been occupied on the rack k (after the request has been
processed) and the value of bk, respectively. Similarly, we
define the bandwidth load on rack k and the value of dk as
Gðk; rÞ and dðk; rÞ, respectively. We also define Hðk; rÞ as
the total power consumption on rack k. Let bðk; rÞ and
dðk; rÞ be bk and dk, respectively.

Lemma 9. For request r 2 R and each rack k, we have

bðk; rÞ � � � exp½Lðk;rÞ=Ck��1
N �F�

dðk; rÞ � � � exp½Gðk;rÞ=Fk��1
N �F�

uðk; rÞ � � � exp½Hðk;rÞ=Ek��1
N �F�

8>><
>>: : (16)

Proof. We prove the first set of inequalities in Eq. (9) by
induction of aggregated request ri. In the initial stage of
the algorithm, we set bðk; r0Þ ¼ Lðk; r0Þ ¼ 0. Thus, the
inequalities hold. We consider the situation in which a
request ri arrives. If request ri is rejected, the inequality is
still satisfied. If it is accepted, we have

Lðk; riÞ ¼ Lðk; ri�1Þ þ Iðri; d�; kÞ

bðrk; riÞ ¼ bðk; ri�1Þ 1þ Iðr; d�; kÞ
CðkÞ

� 	

þ � � Iðr; d�; kÞ
N � CðkÞ � F �

By induction hypothesis, it follows

bðk; riÞ

� � � exp½Lðk; ri�1Þ=CðkÞ� � 1

N � F � 1þ Iðr; d�; kÞ
CðkÞ

� 	

þ � � Iðr; d�; kÞ
N � CðkÞ � F �

¼ � � 1

N � F � exp
Lðk; ri�1Þ
CðkÞ

� 	
1þ Iðr; d�; kÞ

CðkÞ
� 	

� 1

� �

	 � � 1

N � F � exp
Lðk; ri�1Þ
CðkÞ

� 	
exp

Iðr; d�; kÞ
CðkÞ

� 	
� 1

� �

¼ � � exp½Lðk; rÞ=CðkÞ� � 1

N � F � :

The proof of the second and third sets of inequalities in
Eq. (9) is similar with the above analysis. Thus, the proof
of the following two sets of inequalities is omitted here. tu
We give the definition of competitive ratio for an online

algorithm according to [42].
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Definition 2. If an online algorithm achieves at least z �OPT ,
where OPT is the optimal result for TRS, and the server
resource constraint, the bandwidth capacity constraint and the
power capacity constraint are violated by a multiplicative factor
h, we call that the online algorithm is ½z; h� competitive.

The parameter z measures how much we lose by restrict-
ing access to the request information in the online case, and
parameter h measures the extent to which the algorithm
may overload the system by violating certain resource
constraints.

Theorem 10. For any specified � 2 ð0; 1Þ, the online algorithm is
½ð1� �Þ; Oðlog 3 � nþ log ð1=�ÞÞ� competitive.

Proof. Whenever request r 2 R is accepted, the objective
value of Eq. (5) will be increased with wðrÞ. According to
Lemma 8, the objective value of the dual problem increases
less than ð1þ �Þ � wðrÞ. Therefore, the overall objective
value of Eq. (5) is at least ð1� �Þ times as that of Eq. (6).
Thus, we know that the reward of the PDRA algorithm is
at least ð1� �Þ �OPT , where OPT is the optimal result for
the PDRA algorithm.

According to Eq. (9), it follows that bk � 1þ F � in any
iteration of the PDRA algorithm. Combining with the
above analysis and Lemma 9, we have

Lðk; rÞ
Ck

� log
bk � N � F �

�
þ 1

� 	

� log
ð1þ F �Þ � N � F �

�
þ 1

� 	
¼ Oðlog 3 � nþ log ð1=�ÞÞ:

This result shows that at the end of the online algo-
rithm, the violation level on the rack capacity constraint
is upper bounded by Oðlog 3 � nþ log ð1=�ÞÞ. Therefore,
the proposed PDRA algorithm can achieve the competi-
tive ratio of ½ð1� �Þ; Oðlog 3 � nþ log ð1=�ÞÞ�. tu
Under online scenario, the PDRA algorithm can achieve

the approximation factor of 1� � for the objective of total
reward, while violating the resource constraints by a factor
of Oðlog 3 � nþ log ð1=�ÞÞ at most. Combining with Defini-
tion 2, we conclude that PDRA is ½ð1� �Þ; Oðlog 3 � nþ
log ð1=�ÞÞ� competitive. The constant � 2 ½0; 1� denotes a
trade-off between resource violation and reward. Now, we
give a practical example to illustrate the approximation per-
formance of PDRA. We assume that � ¼ 0:1. Consider a
large-scale network with n ¼ 1000 racks, so that log 3 � nþ
log ð1=�Þ 	 4:4. It means that the approximation factor of the
optimization objective is 0.9, while violating resource con-
straints by a factor of 4.4.

Algorithm Running Example: The settings of the example
are the same as those of NTRS’s example (see the end of Sec-
tion 3.2). Assume that the reward of r1, r2 and r3 are wðr1Þ ¼
2, wðr2Þ ¼ 2 and wðr3Þ ¼ 3, respectively. Following lines 1-5,
we initialize the parameters of PDRA. We calculate that
F � ¼ 2:5, N ¼ 6, and set � ¼ 0:1, ar ¼ 0, bk ¼ 0, dk ¼ 0 and
uk ¼ 0. We suppose that requests r1, r2 and r3 are sequen-
tially submitted to the system in the online scenario. Thus,
we first determine the scheduling scheme for r1. Following
line 8 in Algorithm 2, we know that the candidate rack set

Kr1;s ¼ fk1; k2g. According to SCH described in Algorithm
3, we compute the scheduling scheme set Dr1 , which
includes three scheduling schemes. The first one is that two
servers in rack k1 are assigned to r1. The second one is that
one server in each of racks k1 and k2 are assigned to r1. The
third one is that two servers in rack k2 are assigned to r1.
These three schemes are represented by d1r1 , d

2
r1

and d3r1 ,
respectively. Following lines 9-10 in Algorithm 2, we calcu-
late the price of each scheduling scheme. Since bk, dk and uk
are all initialized to 0 at the beginning, the prices of d1r1 , d

2
r1

and d3r1 are all equal to 2. We assume that scheduling
scheme d2r1 is selected. Thus, we assign one server on each
of racks k1 and k2 to r1. Similar to the steps above, one server
on each of racks k1 and k2 is assigned to r2. Two servers on
rack k1 and one server on rack k2 are assigned to r3.

5 PERFORMANCE EVALUATION

In this section, we evaluate the performance of our proposed
algorithms through both small-scale testbed implementation
and large-scale simulations. Section 5.1 first introduces the
performance metrics and methodology. Then, Section 5.2
presents the simulation results. Last, Section 5.3 gives the
experiment results. The conclusion of experiment results
agrees with that from the simulation results.

5.1 Performance Metrics and Methodology

For the offline scenario, we choose two metrics. The first one
is rack load factor (RLF). During the system running, we mea-
sure the bandwidth load lðkÞ of the ToR switch on each
rack k, and the rack load factor is defined as: RLF ¼
maxflðkÞ=BðkÞ; k 2 Kg, where BðkÞ is the bandwith capacity
of the ToR switch associated with rack k. The second one is
the number of tenants served by a server (NTS). The smaller
RLF and NTS means better bandwidth load balancing
among ToR switches on racks and tenant isolation, respec-
tively. To evaluate how well the proposed algorithm per-
forms, we compare it with the other three benchmarks. The
first one is the optimal result, denoted as OPT-LP, which
can be derived by optimally solving the linear program-
ming based on Eq. (1). The second one is the fine-grained
request scheduling algorithm (FRS), modified from [10].
FRS sorts all individual requests in descending order
according to bandwidth requirements, then chooses a server
with the maximum bottleneck resource. The last one is a
greedy load balancing algorithm, denoted as Greedy, which
first sorts all tenant-grained requests in descending order
according to bandwidth requirements. Then it chooses a
server with the maximum available bottleneck resource for
each tenant-grained request.

For the online scenario, we use the following four perfor-
mance metrics. The first metric is scheduling time which is
the time for the scheduler to make scheduling decisions.
The second metric is scheduling message consumption, which
is the bandwidth overhead for the scheduler to send sched-
uling decision messages to servers. These two metrics eval-
uate the degree of system scalability and the scheduling
overhead. The third metric is NTS, which is used to estimate
the performance of tenant isolation. Since throughput is
important for clouds, we use the system throughput as the
reward under the online scenario. Thus, the last metric is
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the system throughput. To evaluate the performance of our
online algorithm, we choose two benchmarks for perfor-
mance comparison. The first one is the online fine-grained
request scheduling algorithm [11], denoted as ONFR. Once
an individual request arrives, ONFR first chooses the rack
with the maximum available bottleneck resource, then
schedules this individual request. The second one is based
on the online bin packing algorithm that schedules requests
at the granularity of tenant, which is denoted as ONPA and
modified from [9]. ONPA traverses racks in sequence until
it finds a rack which can handle the incoming request.

5.2 Simulation Evaluation

In this section, we introduce the simulation settings, includ-
ing the rack set settings and generation methods of individ-
ual requests and tenant-grained requests.

5.2.1 Simulation Settings

1) Rack Set: According to our statistics from Google Clusters
[43], we set the number of servers that a rack can hold with
a random number in [25, 30]. To emulate the heterogeneous
environment (e.g., the bandwidth and power capacity of
different racks would be different), the bandwidth capacity
of each rack is drawn uniformly between 15Gbps and
20Gbps, and the power capacity is generated randomly
from 15kW to 20kW.

2) Request Generation: Similar to [10], [11], we use the data
traces of Google Clusters [43] to generate the individual
request set. Two data sets denoted as (a) and (b) in Google
Clusters are adopted in this simulation. The difference
between these two data sets is that the individual requests
in Data Set (a) require more computation resources than
that in Data Set (b). Note that, these data traces only contain
the information of CPU cost of individual requests. To be
more practical, we randomly generate other required infor-
mation for our simulations. Specifically, for the individual
request set, the bandwidth and power requirement of indi-
vidual requests are generated through multiplying the CPU
demand with a random value in (0.1,1), respectively.

Moreover, we assume that each tenant-grained request con-
sists of 500 individual requests, and the CPU requirement
of each tenant-grained request is the sum of the CPU
requirement of these individual requests. With the similar
way, we can get the bandwidth and power requirements of
each tenant-grained request. According to [29], we set the
schedule message consumption for the scheduler to sched-
ule one request to the specified server and 1KB, respec-
tively. For ease of reference, we summarize the main
parameters used in simulation in Table 4.

3) Simulation Scenarios: The simulations are performed
under two scenarios, that is the offline scenario and online
scenario. To evaluate the performance of our proposed algo-
rithms, we test the performance of OPT-LP, FRS, NTRS and
Greedy under the offline scenario. Under the online sce-
nario, we compare PDRA with ONFR and ONPA. We eval-
uate our algorithm using the computer equipped with a
core i7-8700k processor and 32GB of RAM.

5.2.2 Simulation Results Under the Offline Scenario

The first set of simulations investigates the rack load factor
and NTS by changing the number of individual requests,
given 1
 104 racks. The results are shown in Figs. 2 and 3.
In Fig. 2, as the number of individual requests increases, the
rack load factor increases for all algorithms. However, the
increasing rate of NTRS is much slower than that of Greedy.
Since it is easier to achieve bandwidth load balancing for
resource allocation by fine-grained request scheduling, the
rack load factor of FRS is very close to that of OPT-LP. Our
proposed NTRS algorithm can achieve the load balancing
performance with a very small gap with OPT-LP and FRS.
Specifically, when there are 35
 105 individual requests in
the dataset (a), the gap between NTRS and OPT-LP/FRS is
within 3% while decreasing the rack load factor by about
28% compared with Greedy. In Fig. 3, we can see that the
average and the maximum number of tenants served by a
server increase for FRS, while that of NTRS remains at one,
which means that NTRS can achieve better tenant isolation.
The reason is that NTRS allocates resources at the granular-
ity of tenant-grained requests with tenant isolation, while
others can not.

In the second set of simulations, we observe the rack load
factor by changing the number of racks under 30
 105 indi-
vidual requests. The results are shown in Fig. 4. As the num-
ber of racks increases, the rack load factor decreases for all
four algorithms, since there are more resources. However,
the rack load factor of NTRS is always smaller than that of
Greedy and very close to that of OPT-LP. Specifically, in
dataset (a), when the number of racks is 1:3
 104, NTRS

TABLE 4
Simulation Parameter Settings

Parameters Description

the number of servers in a rack [25,30]
the bandwidth capacity of a rack [15Gbps, 20Gbps]
the power capacity of a rack [15kW, 20kW]
scheduling message cost per request 1KB
data set Google Cluster

Fig. 2. Rack Load Factor versus No. of Individual Requests Left plot:
Dataset (a); right plot: Dataset (b).

Fig. 3. No. of Tenants Served by a Server versus No. of Individual
Request Left plot: Dataset (a); right plot: Dataset (b).
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can decrease the rack load factor by 27:5% compared with
Greedy, while the gap between NTRS and OPT-LP is 3%.
This shows that NTRS can effectively reduce the rack load
factor.

5.2.3 Simulation Results Under the Online Scenario

The third set of simulations evaluates the throughput and
NTS by changing the number of individual requests given
1
 104 racks under the online scenario. The results are
shown in Figs. 5 and 6. Fig. 5 shows that with the number of
individual requests increases, the throughput increases for
all three algorithms. The throughput of our proposed algo-
rithm is higher than that of ONPA and slightly lower than
that of ONFR. Specifically, by the right plot of Fig. 5, in the
case of 50
 105 individual requests, PDRA can achieve
higher throughput about of 40% than that of ONPA while
close to that of ONFR. Since fine-grained request scheduling
can use fragmented resources, the performance of ONFR is
slightly better than PDRA. In Fig. 6, we can observe that the
PDRA algorithm can achieve better tenant isolation under
the online scenario. With the number of individual requests
increases, the average and the maximum number of tenants
served by a server increase for the fine-grained request sched-
uling, while that of our proposed algorithm remains at one.

In the fourth set of simulations, we change the number of
racks to observe the throughput. Since the individual
requests in dataset (a) require more resources than in dataset

(b), we generate 45
 105 individual requests for dataset (a)
and 70
 105 individual requests for dataset (b). The results
are shown in Fig. 7. The throughput of all three algorithms
increases with the increasing number of racks. The through-
put of PDRA is close to that of ONFR and much higher
than that of ONPA. For example, in the dataset (a), when the
number of racks is 1
 104, The PDRA algorithm can
improve the system throughput by about 41:3% compared
with ONPA and the throughput gap between PDRA and
ONFR is within 2%.

The fifth set of simulations shown in Figs. 8 and 9 investi-
gates the scheduling time and message consumption by
changing the number of individual requests given 1
 104

racks. As the number of individual requests increases, the
scheduling time and message consumption of the bench-
marks are increasing rapidly, while these scheduling over-
head of the PDRA algorithm grows slowly. For example,
given 8
 106 individual requests, the scheduling time and
message consumption of the FRS algorithm, which is a fine-
grained request schedulingmethod, are 500
more than that
of our algorithms. Though the scheduling time and message
consumption of the ONPA algorithm, which schedules
requests at the tenant granularity, are as low as that of the
PDRA algorithm, our algorithm can achieve a higher
throughput about of 40% as shown in Fig. 5.

From these simulation results, we can draw the following
conclusions. First, compared with the fine-grained request
scheduling methods, our proposed algorithms can achieve
similar network performance (i.e., bandwidth load factor in

Fig. 4. Rack Load Factor versus No. of Racks Left plot: Dataset (a); right
plot: Dataset (b).

Fig. 5. Throughput versus No. of Individual Requests Left plot: Dataset
(a); right plot: Dataset (b).

Fig. 6. No. of Tenants Served by a Server versus No. of Individual
Requests Left plot: Dataset (a); right plot: Dataset (b).

Fig. 7. Throughput versus No. of Racks Left plot: Dataset (a); right plot:
Dataset (b).

Fig. 8. Scheduling Time versus No. of Individual Requests.

Fig. 9. Scheduling Message Consumption versus No. of Individual
Requests.
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the offline scenario and throughput in the online scenario)
while reducing schedule overhead more than 90% and
achieving better tenant isolation. Second, compared with
the other tenant-grained request scheduling benchmarks,
our proposed algorithms can achieve much better network
performance, e.g., our algorithms can reduce the rack load
factor by about 28% under the offline scenario, and increase
throughput by more than 40% in the online scenario.

5.2.4 Dealing With Small-Scale Tenants and

Combining Tenant-Grained Request Scheduling

With Fine-Grained Request Scheduling

We design a set of simulation to illustrate the resource utili-
zation improvement by the combination of fine-grained
request scheduling and tenant-grained request scheduling.
Since the simulation results in Figs. 5 and 7 show that the
tenant-grained request scheduling has limited impact on
resource utilization of large-scale tenants, the following sim-
ulations are for small-scale tenants. We compare the perfor-
mance of four scheduling methods. The first one is the
proposed tenant-grained request scheduling algorithm
(TRS) in this paper. The second one is denoted as ST+TRS,
which aggregates individual requests from multiple small-
scale tenants first, and then performs tenant-grained request
scheduling. ST+TRS can avoid the resource waste problem
of small-scale tenants. The third one is denoted as ST+TRS
+FRS, which first performs ST+TRS to schedule tenant-
grained requests, and then performs fine-grained request
scheduling to schedule individual requests from one
underutilized server to another. ST+TRS+FRS combines ten-
ant-grained request scheduling and fine-grained request
scheduling, which can further improve resource utilization.
The last one is fine-grained request scheduling (FRS), which
performs the best for resource utilization. Since the system
throughput reflects resource utilization, we choose system
throughput as the metric for performance comparison.

In the simulation, we change the maximum number of
tenants a server can serve (MNT) and observe its impact on
system throughput. This set of simulation can evaluate the
trade-off between resource utilization and tenant isolation.
The simulation results are shown in Fig. 10. We use the data
traces (a) and (b) of Google Clusters [43] to generate 60

105 individual requests. Since FRS does not consider tenant
isolation and TRS always assigns a server to only one ten-
ant, their throughput does not change with MNT. The sys-
tem throughput of FR+TRS and ST+TRS+FRS grows with
MNT, since the tenant isolation constraint is weakened.
When MNT is greater than 8, the throughput gap between
ST+TRS+FRS and FRS is within 5%, which means that the
combination of fine-grained request scheduling method

and tenant-grained request scheduling method can further
improve resource utilization. Thus, we can use ST+TRS
+FRS to improve resource utilization for small-scale tenants.

5.3 Testbed Evaluation

5.3.1 Testbed Settings

To better evaluate the performance of tenant-grained
request scheduling, we implement the proposed algorithms
on a real testbed, which contains seven servers running
Ubuntu 18.04. Among them, six servers are used to start vir-
tual machines (VMs) for processing tenants’ requests, and
each server is equipped with a 22-core Intel Xeon 6152 pro-
cessor and 128GB memory. Another server is equipped
with a 10-core Intel i9-10900 processor and 64 GB of RAM,
and is used as a scheduler that is responsible for allocating
VMs to requests through scheduling algorithms. It should
be noted that the computing resources allocated for tenant-
grained requests in the testbed are VMs rather than servers
due to the limited number of servers in the testbed. We set
20 tenants in our experiment, and the individual requests
generated by each tenant come from Google Cluster [43].
We use the vnStat tool [44] to monitor and collect schedul-
ing message consumption from the scheduler. To verify the
tenant isolation performance, we randomly select a tenant
as a malicious one, which can launch denial of service (DoS)
attacks [45] with the hping tool [46]. Once other tenants’
applications are attacked, their request completion time will
be longer. Since every tenant expects that their requests can
be processed as soon as possible, the nearly last request
completion time of each tenant can be a meaningful metric
to evaluate tenants’ QoS. Thus, we measure the completion
time of all requests and 99% request completion time of
each tenant for tenant isolation performance comparison.
Similar to simulation, the testbed are conducted under both
offline and online scenarios.

5.3.2 Testbed Results Under the Offline Scenario

Figs. 11 and 12 show the tenant isolation performance given
1000 individual requests under the offline scenario. Fig. 11
depicts the request completion time when the malicious ten-
ant launches a DoS attack. From the experimental results,
we observe that the request completion time of FRS (based
on fine-grained request scheduling) is much longer than
that of NTRS and Greedy (based on tenant-grained request
scheduling). Specifically, the percentages of requests with
completion time more than 500ms through NTRS, Greedy
and FRS are 8%, 10% and 46%, respectively. Fig. 12 displays

Fig. 10. Throughput versusMNT Left plot: Dataset (a); right plot: Dataset (b).

Fig. 11. No. of Individaul Reqeusts versus Request Completion Time
under the Offline Scenario.
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the 99%tile request completion time of each tenant. The
results show that the numbers of tenants with 99%tile
request completion time more than 500ms through NTRS,
Greedy and FRS are 2, 2 and 13, respectively. This illustrates
that tenant isolation achieved by tenant-grained request
scheduling under the offline scenario can effectively reduce
the impact of malicious tenant attacks on other normal
tenants.

Fig. 13 exhibits the rack load factor performance by
changing the number of individual requests. As the number
of individual requests increases, the rack load factor
increases for all algorithms and the increasing rate of NTRS
is much slower than that of Greedy. Specifically, when there
are 1000 individual requests, the rack load factors of NTRS,
FRS and Greedy are 0.43, 0.41 and 0.66, respectively. With
the help of fine-grained request scheduling, the rack load
factor performance of FRS is slightly better than that of
NTRS, and the gap between NTRS and FRS is within 5%.
Moreover, NTRS can decrease the rack load factor by about
34:8% compared with Greedy.

From the experiment results under the offline scenario,
we can draw the following conclusion. First, from Figs. 11
and 12, the offline tenant-grained request scheduling
through NTRS can achieve tenant isolation, so the request
completion time performance of NTRS is better than that of
FRS. Specifically, NTRS can reduce the number of tenants
whose 99%tile request completion time exceeds 500ms by
55%. Second, Fig. 13 shows that the NTRS algorithm can still
achieve similar rack load factor performance to FRS, and
reduce rack load factor by 34% compared with Greedy
while ensuring tenant isolation. In conclusion, the offline
tenant-grained request scheduling algorithm can achieve
rack load factor performance similar to fine-grained request
scheduling with tenant isolation guaranteeing.

5.3.3 Testbed Results Under the Online Scenario

The experiment results under the online scenario are shown
in Figs. 14, 15, 16, 17, 18, and 19. Figs. 14, 15, and 16 show the
tenant isolation performance. Specifically, Fig. 14 depicts
that the number of tenants served by a VM through ONFR
(based on fine-grained request scheduling) grows when the
number of individual requests increases. On the contrary,
PDRA andONPA (based on tenant-grained request schedul-
ing) can ensure that each VM only serves one tenant, thereby
guaranteeing tenant isolation. Fig. 15 exhibits the request
completion time results given amalicious tenant. The experi-
ment results show the request completion time of ONFR is
much longer than that of PDRA and ONPA. Specifically, the
completion time of more than 90% requests through the pro-
posed PDRA algorithm is less than 500ms, while around
42:5% of requests through ONFR are completed in more
than 500ms. Fig. 16 displays the 99%tile request completion
time of tenants. The experiment results show that the num-
bers of tenants with 99%tile request completion time more

Fig. 12. No. of Tenants versus 99%tile Request Completion Time under
the Offline Scenario.

Fig. 13. Rack Load Factor versus No. of Individual Requests under the
Offline Scenario.

Fig. 14. No. of Tenants Served by a VM versus No. of Individual
Requests under the Online Scenario.

Fig. 15. No. of Individual Reqeusts versus Request Completion Time
under the Online Scenario.

Fig. 16. No. of Tenants versus 99%tile Request Completion Time under
the Online Scenario.
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than 500ms through PDRA, ONPA and ONFR are 2, 2 and
11, respectively. These results confirm that tenant isolation
achieved by tenant-grained request scheduling under the
online scenario can effectively reduce the impact of mali-
cious tenants on other normal tenants.

Figs. 17, 18, and 19 give the online scheduling perfor-
mance results, including throughput, scheduling time and
message consumption. Specifically, Fig. 17 displays the
throughput performance by changing the number of indi-
vidual requests. The results show that as the number of
individual requests increases, the throughput increases for
all benchmarks. The throughput by the proposed PDRA
algorithm is close to that of ONFR and higher than that of
ONPA. For example, when there are 1400 individual
requests, the throughput achieved by ONFR, PDRA and
ONPA are 22.96Gbps, 21.37Gbps and 16.21Gbps, respec-
tively. It means that PDRA can increase the throughput by
about 30% compared with ONPA. Figs. 18 and 19 exhibit
the scheduling time and message consumption by changing
the number of individual requests. The results show that
when the number of individual requests increases, the
scheduling time and message consumption of the fine-
grained request scheduling algorithm (i.e., ONFR) grow
rapidly and those of tenant-grained request scheduling
algorithms (i.e., PDRA and ONPA) increase slowly. For
example, given 1400 individual requests, the scheduling
time and message consumption of ONFR are 0:844s and
1427KB, respectively. Compared with ONFR, the proposed
PDRA algorithm can reduce the scheduling time by 70%
and the scheduling message consumption by 80.4%. It veri-
fies that the tenant-grained request scheduling method
under the online scenario can greatly reduce the scheduling
time and message consumption, thereby reducing schedul-
ing overhead and enhancing system scalability.

From the experiment results under the online scenario,
we can draw the following conclusion. First, from Figs. 14,
15, and 16, the online tenant-grained request scheduling
through the proposed PDRA algorithm can achieve tenant
isolation, so the request completion time performance of
PDRA is better than that of ONFR. For example, it can
reduce the number of tenants whose request completion
time exceeds 500ms by 45% compared with ONFR. Second,
Fig. 17 shows that PDRA can improve throughput by 30%
compared with ONPA and still maintain a similar through-
put performance to ONFR while ensuring tenant isolation.
Third, from Figs. 18 and 19, PDRA can reduce the schedul-
ing time and message consumption by 70% and 80:4% com-
pared with ONFR, respectively.

6 RELATED WORKS

To provide high-quality services, cloud providers expect to
meet requests’ requirements (e.g., computing resources,
completion time etc.) as much as possible through schedul-
ing requests, while ensuring tenants’ security. In this sec-
tion, we summarize the state-of-the-art request scheduling
methods and security guarantee solutions in the cloud.

Request scheduling has been extensively studied in recent
years to maximize cloud providers’ revenue and resource
utilization. The comprehensive survey of request scheduling
can be found in [47], [48], [49], [50]. Almost all the previous
methods are based on fine-grained request scheduling.
Mann et al. [10] study the request scheduling problem by
jointly optimizing the mapping virtual machines (VMs) to
physical machines and themapping application components
to VMs, and they also take into account colocation con-
straints, hardware affinity relations, sizing aspects and
license costs. Atmant et al. [16] design a semi-online request
scheduling framework based on a bin packing approach.
This approach gathers information on incoming requests
during a short time window before deciding on their assign-
ments, and uses a dynamic and real-time allocation algo-
rithm to make scheduling decisions. Wardat et al. [17] try to
fulfil requests’ requirements and maximize the revenue
while reducing the total operational cost through servers
consolidation. Li et al. [22] propose WIHAUL, a network-
wide airtime resource allocation and scheduling mechanism
that works with TDM-based medium access protocols
(including 3GPP 5GNR and IEEE 802.11ad), which explicitly
guarantees inter-flow max-min fairness in mm-wave back-
hauls. POCLib [51] presents a set of new solutions that enable
efficient random access on hierarchically compressed data,

Fig. 18. Scheduling Time Consumption versus No. of Individual
Requests under the Online Scenario.

Fig. 17. Throughput versus No. of individual requests under online
scenario.

Fig. 19. Scheduling Message Consumption versus No. of Individual
Requests under the Online Scenario.
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significantly reducing large bandwidth consumption during
request scheduling. It should be noted that the tenant-
grained request scheduling method reduces bandwidth con-
sumption by reducing the number of scheduling messages,
while the compression-based direct processing technique
like POCLib reduces bandwidth consumption by compress-
ing data. Although these twomethods have different mecha-
nisms to reduce bandwidth consumption, they can be
applied in the system at the same time.

However, the above request scheduling methods can not
guarantee tenants’ security. Malicious tenants can launch
attacks such as DoS to paralyze servers and pose a great
threat to other normal tenants. To prevent malicious ten-
ants, a series of detection mechanisms have been proposed.
Seawall [52] deploys a traffic analysis module on the hyper-
visor for detecting the UDP traffic or abnormally behaving
TCP stack from the malicious tenants. Once malicious traffic
is detected, the security module may limit the malicious
traffic speed or shut down the malicious VM. Privateeye
[53] detects the malicious VM based on the 10-minute flow
pattern changes, but it still cannot achieve 100% malicious
detection. Ho et al. [54] present a new approach for detect-
ing credential spearphishing attacks in enterprise settings.
Their method uses features derived from an analysis of fun-
damental characteristics of spearphishing attacks, combined
with a new non-parametric anomaly scoring technique for
ranking alerts.

Although the above malicious tenant detection methods
can ensure tenants’ security to a certain extent, the damage
may have been caused before malicious tenants are success-
fully detected. Thus, even if they can detect malicious ten-
ants, they cannot avoid the influence of malicious tenants
on other normal tenants. Different from these methods, this
paper only assigns a server to an enterprise tenant while
scheduling requests to achieve tenant isolation, so as to
avoid malicious tenants from attacking other normal ten-
ants on the same server, thereby enhancing cloud reliability.
Moreover, compared with previous request scheduling
methods based on fine-grained request scheduling, this
paper proposes the tenant-grained request scheduling
method to greatly reduce scheduling overhead.

7 CONCLUSION

In this paper, we study the tenant-grained request scheduling
to achieve high scalability, while considering tenant isolation
and resource constraints. We design two efficient algorithms
for the offline and online scenarios and formally analyze their
approximation performance. Extensive simulation and exper-
iment results show that our algorithms can greatly reduce
scheduling overhead and achieve tenant isolation, while
maintaining similar performance (i.e., rack load factor and
throughput) to the fine-grained schedulingmethod.
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